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Abstract

Ontology alignment is a key task in the semantic web with the goal of finding the semantic correspondences
between two ontologies. While most existing approaches focus on simple (1-to-1) matching, complex matching
consisting of m-to-n relationships between ontologies remains more challenging. Previous results [1] have
indicated that complex ontology alignment through LLM prompting assistance may be possible if the input
ontologies are appropriately modular - they also indicated that LLM prompting fails to provide reasonable
outputs in the absence of such module information. As this previous study has only looked at one dataset, we
herein provide a replication study on a completely different dataset, and the results support the usefulness of
modules information in ontology matching.
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1. Introduction

Ontology alignment/Ontology matching (OM) refers to the task of aligning semantically similar concepts
among diverse knowledge systems. Ontologies serve as a key building block for applications, and in
particular often serve as schema for knowledge graphs (KGs). However, each system often adopts its
own schema and vocabulary. As a result, identifying correspondences between entities in different
ontologies is essential across multiple domains for data integration.

Ontology alignment has been studied for a long time, and many alignment approaches and systems
have been developed. However, the majority of these systems are designed to detect only “simple”
1-to-1 mappings between ontologies, typically by establishing equivalence relationships between classes
(unary predicates) or between properties (binary predicates). While simple mappings provide value,
they often fall short for data integration tasks, which demand mappings expressed as complex rules.’
Unfortunately, automatically discovering such complex alignments remains challenging, as it requires
significant domain expertise and manual labor. Any effort to automate or partially automate this process
would therefore yield significant benefits.

Recent investigations have revealed a growing interest in ontology alignment using large language
models (LLMs) [2, 3]. A core challenge in ontology alignment is that many ontologies are underspecified
and lack the internal structure that could support self-explanation. It has been argued that adding
internal structure, such as conceptual ’ontology modules’, could facilitate ontology engineering tasks that
are difficult to automate [4]. Building on this conceptual framework, [1] adopts a modular architecture
to generate complex alignments, demonstrating notably improved outcomes when richer, module-based
content is available. In this paper, we explore whether the use of modular information, as proposed
in [1], remains effective in another use case when the dataset is different. Our goal is to assess the
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robustness of this approach and identify opportunities for further improvement. In summary, as we
will see, the results from [1] do carry over to the new dataset.

2. Related Work

Ontology alignment is an important part of the semantic web field, where finding matching entities
between two different ontologies is important, which would help with knowledge discovery and
knowledge sharing tasks [5]. Although extensive work has been done on ontology matching using
methods such as similarity checking and fuzzy lexical matching [6], it is now essential to explore how
LLMs can facilitate this task. In this section, we briefly review recent papers that utilize LLMs for
ontology matching.

As initial steps toward applying LLMs to OM tasks through prompt engineering, [3] and [7] demon-
strated the potential and challenges of zero-shot prompting on Ontology Alignment Evaluation Initiative
(OAEI) datasets. [2] proposed a method that generates candidate ontology alignments using embeddings
and then employs an LLM to perform the matching and make binary decisions on the OAEI datasets.
Similarly, [8] introduced an agent-based approach for the retrieval and matching processes on the same
datasets. [9] proposed a Retrieval Augmented Generation (RAG)-based approach using different LLMs,
evaluated on 20 OAEI datasets. They also developed OntoAligner, a toolkit that combines traditional
OM techniques with LLMs [10].

These studies primarily focus on simple matching, while only a few have addressed complex ontology
alignment. For example, [1] proposed a Chain-of-Thought (CoT) based method that uses modular
information, evaluated on the GeoLink dataset [11], which we use as the baseline of our work. [12]
introduced an approach that integrates SPARQL query patterns with LLM-based validation for 1-to-n
matchings. In another study, [13] proposed a novel approach that combines SPARQL-based subset
extraction for both ontologies with prompt engineering to generate complex matchings in the Expressive
and Declarative Ontology Alignment Language (EDOAL) format; this was tested on the GeoLink and
Conference datasets. The same authors [14] further extended the CANARD system [15], which originally
used SPARQL queries and subgraph matching, by incorporating LLM-based embeddings in multiple
steps on the Conference dataset.

3. Generating Alignment Rules

In this study, we used a similar approach to that described in [1] to evaluate whether their use of
modular information for ontology matching remains effective in other test cases. In particular, the
modular information we used is based on the Modular Ontology Modeling (MOMo) methodology [4].
Here, a module is defined as a part of the ontology (i.e., a subset of the ontology axioms) that captures a
key notion along with its key attributes, as a human expert would conceptualize it. In this paradigm,
modules are defined by the ontology creators during the modeling process.

For this work, we aimed to generate alignment rules using LLMs for the Enslaved OAEI Complex
Alignment benchmark [16].2 This benchmark is non-synthetic—that is, it is based on a real-world data
deployment scenario in which the Enslaved ontology [17] was used as the basis for developing a data
deployment on a Wikibase installation, namely the Enslaved Hub.? Wikibase is the software underlying
Wikidata, and it can also be used independently for knowledge graph creation and management. The
Enslaved ontology was modeled using the MOMo methodology and serves as the schema for this
knowledge graph. The Enslaved Hub is a centralized platform for engaging with historical slave-trade
data from various sources. Its deployment on the Wikibase platform makes the data available in RDF
through standard Wikibase interfaces; however, Wikibase imposes limitations on the use of RDF (see,
e.g., [18]), and the Enslaved ontology could not be used as-is with Wikibase. As a result, the RDF export
from the Enslaved.org hub differs significantly in structure from the Enslaved ontology ABox (i.e., the
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RDF that uses the Enslaved ontology as a schema). This discrepancy gives rise to a natural complex
alignment, which was captured in the benchmark reported in [16]. We used this benchmark as our
baseline for evaluation.

First, we presented the module information of the Enslaved ontology by listing all axioms for each
module (see [17] for detailed axiom information). For example, all the axioms for a particular module,
such as the Age Record Module, are included in the module file (see Figure 2). For the Enslaved ontology,
a total of 13 modules were given in the module file. Next, we extracted the triples from the Wikibase
ontology’s .ttl file and prompted the LLM to determine alignment rules for each Wikibase triple
based on the Enslaved ontology’s module information. Each . tt1 file contains the triples relevant to
the right-hand side of the alignment rule. For example, for the alignment rule shown in Equation 1,
the corresponding . tt1 file contains triples related to the three Wikibase entities mentioned in the
rule (see Figure 3). We had a total of 124 such rules, and each .tt1 file contained all the triples
related to its respective alignment rule, which were then passed to the LLM iteratively. We invoked
GPT-40 [19] via the OpenAl API with temperature=0 and top_p=1. This prompt structure follows
the prompting workflow from earlier work [1], ensuring that the structure remains consistent and
supporting reproducibility. We use a zero-shot prompt, so no example format of the alignment rule was
provided to the LLM. As a result, the LLM produces a discussion of the alignment rule between the
two ontologies in the output instead of just giving the final rule (see Figure 4). This helps us determine
where the LLM makes mistakes and gain insights from them. The prompt is as follows:

We have two ontologies: Enslaved and Wikibase.

We need to find the complex ontology alignment rules between these two ontologies.

All the information regarding the modules and patterns of the Enslaved ontology is provided here:

{module_file_read}

Now, consider the following triples from the Wikibase ontology:

wikibase triple:

{wikiBase_ttl_read}

Now, find the alignment rules for the given Wikibase triples with respect to the Enslaved ontology,
based on the module information provided. Provide the output in the format of Alignment Rules: the
generated alignment rules.

Figure 1: Prompt Example

AgeRecord

Axioms:

(1) AgeRecord E AgentRecord

(2) AgeRecord C <1 hasValue.AgeCategory

(3) AgeRecord C <1 hasAgeValue.xsd:double

(4) AgeRecord € 3hasValue.AgeCategory LI 3hasAgeValue.xsd:double
(5) hasAgeRecord C hasPersonRecord

Figure 2: Example format of the AgeRecord module.

The LLM will try to match the Wikibase entities mentioned in the . tt1 file with the modules given
in the Enslaved module file and come up with the result file as an output. For example, for the given
.ttl file mentioned in Figure 3, the output of the prompt is shown in Figure 4.

4. Evaluation and Results

After generating the alignment rules for each . tt1 file in the Wikibase ontology we evaluated them
using the reference alignment ([16]).



### https://lod.enslaved.org/entity/Q410

ed:Q410 rdf:type owl:Class ;

schema:description "A person. Subclass of Agent" ;
rdfs:label "Person" .

### https://lod.enslaved.org/prop/P42

ep:P42 rdf:type owl:AnnotationProperty ;

schema:description "property to obtain the age record of a person" ;
rdfs:label "hasAge".

### http://wikiba.se/ontology#Statement
wikibase:Statement rdf:type owl:Class .

Figure 3: Example format of the Wikibase . tt1 file.

To evaluate our approach, we applied precision and recall on key entities from the complex alignment
rules. Recall measures the share of correctly detected Enslaved instances among all expected, while
precision captures the accuracy of those detected. Together, these standard metrics provide a balanced
view of the method’s effectiveness in identifying Enslaved-related cases.

Number of Correctly Detected Pieces
Recall =

Total Number of Enslaved Pieces in Complex Alignment
Number of Correctly Detected Pieces

Total Number of Detected Pieces

Precision =

We manually analyzed 100 complex alignment rules, focusing not on the full rule outputs but on
whether the key components (predicates) were detected. While detecting these pieces (without actual
composition of the pieces into a rule) is simpler than generating full rules, it reflects the core challenge
of complex ontology alignment. Once the correct pieces are identified, assembling the complete rule is
straightforward for a human or even a symbolic algorithm using the ontology and example data. More
details on the evaluation of each rule are recorded in the evaluation.csv file here. *

In evaluating recall, we found that LLM accurately identified all three expected Enslaved entities in
our example, yielding a recall of 1.0:

enslaved:Person(x) A enslaved:hasAgeRecord(x, y) A enslaved:AgeRecord(y)

< ed:Q410(Person)(x) A ep:P42 (hasAge)(x,y) Awikibase:Statement(y) (1)

For precision, LLM returned only the correct entities, with no irrelevant additions, resulting in a
precision of 1.0. Notably, if extra entities such as “AgeValue” or “Place” had been included, precision
would have dropped, as these would count as incorrect detections under the alignment rule. In practice,
returning many unnecessary entities would also make human assembly of the final rule more difficult.

Table 1
Recall and Precision for detected Enslaved entities and GMO entities listed in [1] using module information
Recall Precision
> 0.5 >0.75 =1 > 0.5 >0.75 =1
Enslaved Entities | 72.0% 51.0% 37.0% 69.0% 43.0% 33.0%
GMO Entities 73.3% 62.3% 45.0% 69.7% 59.6% 45.8%

As shown in Table 1, 72% of the complex alignment rules achieved a recall above 0.5, meaning more
than half of the Enslaved entities per rule were successfully detected. Notably, recall exceeded 0.75 for
about 50% of the rules, and a perfect recall of 1.0 was reached in 37% of cases, thanks to the integration
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To align the given Wikibase triple with the Enslaved ontology, we need to map the concepts and properties from the
Wikibase ontology to the corresponding concepts and properties in the Enslaved ontology. Let’s break down the given
Wikibase triple and find the corresponding elements in the Enslaved ontology.

Wikibase Triple Breakdown:
+ Class: Person

— URI:http://example.org/entity/Q410
— Label: "Person"

« Object Property: hasAgeRecord

— URI:http://example.org/prop/P42
— Domain: http://example.org/entity/Q410 (Person)
— Range: http://wikiba.se/ontology#Statement

« Class: Statement

— URI:http://wikiba.se/ontology#Statement

Corresponding Elements in the Enslaved Ontology:

+ Class: Person
In the Enslaved ontology, Person is a subclass of Agent:
Axiom: Person C Agent
« Object Property: hasAgeRecord
In the Enslaved ontology, hasAgeRecord is a subproperty of hasPersonRecord:
Axiom: hasAgeRecord C hasPersonRecord
. Class: Statement
In the Enslaved ontology, the concept of a record (like AgeRecord) is a subclass of AgentRecord:
Axiom: AgeRecord C AgentRecord

Alignment Rules:
Based on the above analysis, we can generate the following alignment rules:

« Class Alignment:
Align the Wikibase Person class with the Enslaved Person class:
http://example.org/entity/Q410 = Person
+ Property Alignment:
Align the Wikibase hasAgeRecord property with the Enslaved hasAgeRecord property:
http://example.org/prop/P42 = hasAgeRecord
+ Class Alignment:
Align the Wikibase statement class with the Enslaved AgentRecord class, as AgeRecord is a subclass of
AgentRecord:
http://wikiba.se/ontology#Statement = AgentRecord

Final Output:

Alignment Rules:

1. http://example.org/entity/Q410 = Person

2. http://example.org/prop/P42 = hasAgeRecord

3. http://wikiba.se/ontology#Statement = AgentRecord

These alignment rules map the concepts and properties from the Wikibase ontology to the corresponding elements in the
Enslaved ontology, based on the provided module information.

Figure 4: The LLM output to align the Wikibase triples with the Enslaved ontology.

of module information. These results closely match those reported in the original study [1], reinforcing
the validity of the approach, which is mentioned in the second row of the Table 1.

For precision, which reflects how accurately the responses pointed to expected Enslaved entities, we
found that 69% of the evaluated records achieved precision above 0.5. And 43% of the entities obtain a
precision of 0.75 or more.

These numbers provide strong support for the approach proposed in the reference paper [1], as we
successfully replicated it on new data.



The slight variations in our evaluation metrics compared to the original paper (GMO entities in Table
1) can be attributed to several factors. Notably, the naming conventions in Wikibase data tend to be
more abstract and code-based, which introduces additional complexity in alignment. Furthermore, the
alignments in our dataset are generally longer, potentially increasing the difficulty of precise matching.
Despite these challenges, the overall results remain consistent and demonstrate the robustness of the
original approach across varied data contexts.

5. Conclusion and Future Work

This paper presents a case study that shows that the use of module information in a complex ontology
alignment task yields results comparable to those reported by [1] when applied in a different scenario.
Since complex ontology alignment is a critical task, and it is important to assess whether our approach
remains effective when applied to other use cases, a case study was necessary before attempting to
generalize the system in an automated way, especially given that the results currently require manual
evaluation. Our findings indicate the robustness of the method across different datasets and show
the potential of leveraging LLMs for a challenging task like complex ontology matching at scale. It
shows that having modular information about the underlying ontology significantly helps automate
the matching process, as the LLM output shows how they used the module information as an anchor
to map the related entities. Further improvements are needed to refine the system and develop an
end-to-end architecture with improved accuracy.
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